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An intermolecular potential for a formaldehyde dimer that includes many body effects was constructed from
the monomer properties and intermolecular perturbation theory calculations. The interaction energy was
calculated as a sum of various terms with physical significance. A global minimu@y ®fmmetry similar

to that arrived at from experimental calculations was predicted for the dimer; its calculated endrgg,
kcal/mol, is comparable to that provided by ab initio MP2/6-3132d,2p) calculations=3.54 kcal/mol).
Stationary points for the trimer were preliminarily explored; the geometries obtained contained a variable
number of hydrogen bonds and exhibited differences in the nature of their interactions. A molecular dynamics
method was used to simulate the liquid phase of formaldehyde; a first-coordination sphere containing about
13 molecules that remained quite structured even at fairly long distances was obtained.

Introduction that were not considered in the fitting of the function may be
In recent years, a large number of ab initio potentials for a Unreliably predicted. With a potential such as that proposed in
wide variety of moleculés8 including the formaldehydewater this stgdy, this previous problem is su_bstantlally reduced.
dime®-15 have been reported; by contrast, no similar values In this work, we construpted a potentllal for the formaldehyde
appear to have been published for the formaldehyde dimer. Todimer, some terms of which were derived from the monomer
a lesser extent, the formaldehyde dimer has been studied byProperties. Itis important that high-level quantum and perturba-
using various methods including microwa#dR,17 and Raman tion trgatments of r_nolecular mteractlons are myesngated for a
spectroscopié8 and subjected to different theoretical chemlcally interesting system in ordgr to'establlsh ben.chm.arks
computationd®-22 Most of these studies have led to a confor- for force field developments. Also, in this study we simplify
mation ofCs symmetry such as that of Figure 1a for the dimer. the potential to be used in liquid-phase simulation, including
No calculations or theoretical potential values for aggregate €SSeéntially a more or less exact and extensive description of
conformations larger than the dimer have seemingly been the elgctrostatlc term', but it also p.erml't.s us tp evaluatg the extent
reported, nor have any studies in the liquid phasely in the to which thls_ de_s_crlptlon may be ;lmpllfled without an |mport§mt
solid state® A study of the interaction between two formalde- loss of realiability _of the potenugl. To develqp the pot_ennal,
hyde molecules and its extension to the liquid phase provides e used perturbational computations of the dimer provided by
insight into the behavior of the formaldehyde liquid phase. the Hayes Stone intermolecular perturbation theory (IMPT!*
Another, even more important, reason for developing a potential 1NiS treatment accounts for short-range effects such as the
for formaldehyde is that it can be uses in formaldehydater overlap of wave functions an.d nonorthogonality in the _d|mer
simulations, thus contributing to the assessment of the role of ave functions. The perturbational theory expresses the interac-
formaldehyde-formaldehyde iterations in the formaldehyde  tion energy as a series of terms of variable oftere used
water system. _flrst- and second-order terms only. In the previous context, the
We chose the perturbational metR&d” among the most mtermolepular energy for the pqtentlal is expressed as a
widely used for studying molecular interactions; we preferred combination of several terms of first and second order that
it to the supermolecule meth®dto obtain the proposed represent contributions with physical significance:
formaldehyde potential. Both alternatives have their merits and
pitfalls, however. For instance, the supermolecule method is Eint = Eelect Eina T Erep + Eisp 1)
fairly easy to apply but has several shortcomings such as the
difficulty to include many-body effect&30in a straightforward whereEgiecis the electrostatic energling the induction energy,
way and the problems posed by the basis set superposition errokep the repulsion energywhich includes exchange terms and
(BSSE)3-32which entails using a counterpoise correctithat potential errors of prediction in the previous terms arising from
further increases the already large number of computationsthe exclusion of overlappirg, andEgispis the dispersion energy.
involved in this method. The time needed to explore the potential  Many-body effects are considered in the induction enétgy,
surface increases considerably if the method is to include which, for an individual molecule, depends on the relative
electron correlation. One other disadvantage of this method is position of the others in the system concerned. This effect is
that is sheds little light on the nature of contributions to the specially significant in condensed-phase simulations.
intermolecular energy values it provides as the fitted parameters To establish a compromise between the computational cost
of the potential function obtained cannot be directly assigned derived from the calculation level used and the accuracy of the
to specific physical properties. This originates that properties results obtained, we chose to use the 6-3#G2d,2p) basis
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Figure 1. Conformations used to test the potencial. Gagonformation.
(b) Can Planar conformation. (df2n antiparallel conformation.

set. Del Ben# has shown that a similar basis set [6+33-
(2d,2p)] at the MP2 level is appropriate for studying H-bonding
complexes; we also found in a previous sttldgr acetone that

it was necessary to include electronic correlation and diffuse
functions to predict reliable dimer energies. Also, the experi-
mental geometry of the monomer was adopfebable 1 shows

the values of some electrical properties provided by this basis

set, together with their experimentalcounterparts and the
results provided by a Sad¥€jbasis set, viz. (10s6p4d/6s4p)/

[5s3p2d/3s2p], which usually represents these properties quitet
accurately. As can be seen, the dipole moment obtained at the

HF level was too high; with electron correlation, however, the
value was only 2% larger than its experimental counterpart.
However, polarizability values were slightly better in the absence
of electron correlation, in contradiction to the usual trend.

Ab initio calculations were performed by using two software
packages: CADPA® for IMPT computations, distributed
dipole moment analysis (DMAY}-42 and distributed polariz-
ability calculations'® GAUSSIAN94* for additional computa-
tions.

The potential thus developed was tested by using it to
compute different stationary points for the formaldehyde dimer.

J. Phys. Chem. A, Vol. 102, No. 52, 19980819

TABLE 1: Experimental and Ab Initio Molecular Dipoles
(D), Quadrupoles (au), and Polarizabilities (auj

experimental 631++G(2d,2p) Sadlej
Uz 2.33 2.38 (SCF 2.89) 2.32
Qxx +0.2+ 0.2 0.042 (SCF 0.158) 0.061
Qy -0.1+0.5 0.097 (SCF-0.166) 0.167
Qzz —0.1+0.3 —0.139 (SCF 0.008) —0.228
Pux 15.79 (SCF 15.25) 17.21
Py 10.45 (SCF 10.39) 12.62
P, 19.23 (SCF 20.72) 20.04
Paver 16.53; 16.94 15.18 (SCF 15.45) 16.60

a Ab Initio calculations at the MP2/631+G(2d,2p) level and at the
MP2 level using a Sadlej basis set. The atomic Cartesian coordinates
(bohr) used in the calculations are: C (0.0, 0.0, 0.0), O (0.0, 0.0,
2.2771), H (1.7800, 0.0,—1.1097), and K (-1.7800, 0.0, -1.1097).

b Reference 38.

At a later stage, calculations were also applied to the trimer.
Finally, the liquid phase of formaldehyde was simulated by using
a molecular dynamics methtithnd a simplified version of the
original potential.

Description of the Potential

As noted earlier, the intermolecular energy surface was
explored by using the IMPT method, which considers the
overlap of charge clouds and antisymmetry in the dimer wave
function. Energies IMPT ab initio of the order up to 2 were
obtained for overall 259 randomly chosen configurations with
carbon distances in the range-52.75 bohr. The monomer
geometry was kept constant and experimental values were
adopted in all calculations. The models used to represent each
component of the interaction energy are described below.

Electrostatic Energy. This type of energy, which results from
interactions among molecular charge distributions, is possibly
the most important in polar molecules containing elements in
the second row of the periodic table, so it must be modeled
rigorously. At long distances, the electrostatic energy param-
etrized by a multipole expansion is similar to that provided by
the IMPT theory because the overlapping effects of monomer
wave functions considered by this theory are negligible at such
distances. The overlapping effects at short distances were
considered in parametrizing the repulsion energy. We used a
multipole expansion over the different atoms in order to improve
the expansion convergence. These multipoles are calculated with
the Stone’s DMA42 method. So the electrostatic tethfor
two molecules A and B is

Eelec= Q?TQBQE (2)
whereu andt are momentum angular labels 00,10,10c,11s,
20.., Qare the diferent multipoles, afidare tensors to introduce
he orientation between the moleculd@sdepend only on the
relative positions of the molecular axis system, so they can be
evaluated once and for all; they are given elsewhére.

Table 2 shows the multipoles with order up to 4 as obtained
at the MP2 level. We adopted this expansion rather than the
SCF one because, as shown in Table 1, SCF multipoles were
too high. In this way, an electrostatic energy at the correlated
level was obtained, which, however, did not include overlapping
effects.

To obtain the simplified version of the potential needed to
simulate the condensed phase, the expansion was truncated at
the dipole. The resulting error was determined from electrostatic
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TABLE 2: Nonzero Real Components of the Atomic Multipole Moments (Spherical Tensors in Atomic Units) at the MP2

Level

Carbon (ak = 0.0,y
Q000.551177
Q100.328671
Q200.121991
Q30 —0.815973
Q401.837796

Qo2 —0.374377
Q320 2.204095
Qa2 —0.554732

Oxygen (atx= 0.0,y =
Qoo —0.482998
Q10 —0.028507
Q200.322600
Q30 —0.165051
Q400.490107

Q220 —0.443326
Qs2c—0.717132
Q42:1.037968

Hydrogen (ak = 1.7800,y
Qoo —0.034090
Q10—0.107040
Q200.018582

Q11c0.174875
Q21.0.085319
Q300.039052 Q31c0.012535
Q400.021911 Qu1c—0.011776

2 The multipoles for H are given byQim(H2) = (—1)™ Qme(H1).

TABLE 3: Nonzero Atomic Dipole Polarizabilities
(Cartesian Tensors in Atomic Units) at the MP2 Level by
Using the Same Coordinate System as Abo%¥e

PXX Pyy PZZ PXZ PZX Paverag e
C 6.23 4.88 7.98 0.00 0.00 6.36
O 3.87 4.02 7.44 0.00 0.00 511
Hi 2.85 0.77 1.90 —-1.30 —-1.12 1.84

aDiagonal terms for K are equal to Hterms, nondiagonal terms
have opposite signs.

energy calculations obtained by using the classical expression
(eq 2) and by applying both multipole expansions (up hexa-

decapole and up dipole) to an overall 405 points with distances
between the central carbon atoms longer than 3.5 A. After

exclusion of exceedingly repulsive points, an root mean square
(RMS) of 0.65 mH between both expansions was obtained. On
the basis of the typical errors of the method, this approach was
considered suitable for the condensed phase.

Induction Energy. Induction energy stems from the distortion
of the charge of a molecule by the electrical field of neighboring
molecules. In calculating our potential, this energy was param-
etrized through the distributed anisotropic polarizabilf§¢BP)
over the atoms. These polarizabilities interact with the multipole
expansion for the other molecules by way of the field produced
by the expansions. So the induction enerdy is

1
Ea=5 2 AQTL QI (3)
2 =
The induced moments are expressed by
AQi=-% oy Te(Q) + AQY) (4)
=,

o are the polarizabilities obtained by DP. The induced moments
that appear in this expression depend on the induced moment
of the neighbor molecules. This problem commonly is resolved
by an iterative procedure. By adopting explicit polarizabilities,
we included most of the many-body effects in the system.
Table 3 gives the distributed polarizabilities for the atoms as
calculated by CADPAC. As can be seen from Table 1, the
polarizability yielded by our calculations was slightly smaller
than the experimental value; the difference, however, allows
one to use the atomic polarizabilities of Table 3 in the potential.

=0.0,z=0.0)

Quc —0.005666

0.0,z=2.2771)

Qusc —0.040217

=0.0, z= —1.1097)

Q22 —0.052754
Q32 —0.037298
Qu2c —0.010481

Q33:0.009118

Q43¢ —0.001747 Q44:0.013023

The IMPT method also provides the charge-transfer energy
for each configuration. This energy is closely related to the
polarization energy. However, whether it should be included
in intermolecular potentials remains a subject of deBitewas
about 0.7 mH in the most attractive configuratierieose with
the greatest charge transfers among the configurations of
interest-, so we chose not to include it in the potential.

Repulsion Energy. As noted earlier, in addition to the
repulsion term resulting from the Pauli exclusion principle, this
energy includes others such as that corresponding to the possible
exchange of electrons belonging to different molecules and the
penetration energy due to the overlap of the monomer charge
clouds. The exchangeepulsion energy is repulsive and decays
in an exponential manner. The penetration energy is also an
exponential function. On the basis of this behavior, the energies
were modeled by the following expressith:

— e_aij(rij = pij)

E

rep

(®)

T

where subscripts andj denote atoms and;j and pj are two
adjustable parameters that depend on the particular pair of
interacting atoms.a. and p were fitted from 259 IMPT
calculations for the formaldehyde dimer. Elimination of the
points with energies above 30 mH led to an overall 222
configurations in the fit. The energy values used were obtained
from

E

rep

= Eexcl‘rrep(IMPT) + Eelec(IMPT) - EeIeL(DMA) (6)
whereEexch-rep is the exchangerepulsion energy provided by
the IMPT method Ecec (IMPT) is the ab initio electrostatic
energy, andqec (DMA) is the electrostatic energy obtained by
using distributed multipoles at the SCF level. Equation 3

Lonsiders the difference between the ab initio electrostatic energy

and that modeled by multipole expansion (i.e., the overlap term
of the electrostatic energy).

Data were fitted to a weighted function in order to favor the
more attractive configurations, with a weight(E) =
exp(—E/p), p = 0.8 mH andE as the interaction energy for
each configuration, which was taken to be the suntEgfc
(DMA, MP2), Ereeq 3), End(DMA, DP, MP2), andEgisys
(IMPT). The RMS thus obtained was 0.136 mH.
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Figure 2. Fit of repulsion energy to eq 3.

TABLE 4: Parameters and RMS for the Different
Exchange-Repulsion Energy Fits @ in bohr =1, p in bohr,
and RMS in mH)

hexadecapole potential

dipole potential

RMS 0.136249 0.178449
o P o P

c-C 1.82925 6.46586 2.00515 6.31618
Cc-0O 1.07668 5.13041 7.97466 1.13449
C-H 5.09304 1.06867 1.44432 5.00812
0-0 2.39389 6.11264 2.04498 5.55819
O—H 2.28140 4.76031 2.37978 4.97952
H—H 1.92456 4.45179 2.69714 3.63777

In several studie$2%48parametep has been expressed as a
function of orientation-depending quantities in order to consider
atomic anisotropy. We performed fittings with first-order

spherical harmonics. Fits were not much better and the number
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Figure 3. Comparison of the intermolecular interaction energy
predicted by the proposed model and the results of calculations at the
MP2/63H-+G(2d,2p) level.

TABLE 5: Atomic Dispersion Coefficients in Atomic Units

atoms pairs Cj atoms pairs G
c-C 35.5638 GO 22.9581
c-0 28.5741 G-H 8.2667
C-H 10.2889 H-H 2.9767

rmnbeing the distance between both atoms and parambting
related to the hardness of the atoms that form the moledtde
value was estimated from the mearoofalues for the repulsion
energy fitting? approximated to 2.5 in order to increase the
damping effect at short distances. A correction fac@othat

was parametrized from a fit of 222 different conformations was
included in eq 4 together with an appropriatealue in order

to decrease the RMS and improve predicted dispersion energies
near minima. The final value of was 2.65 and that of the

of parameters increased as a result. Therefore, although usinga\vs 0.341 mH. Table 5 gives themn coefficients for the
higher order spherical harmonics increased the goodness of fit,qitferent atoms. calculated from

the RMS provided by an isotropic model was judged good

enough, so raising computational costs by using a larger number
of parameters to calculate the energy was deemed not necessary.

Table 4 gives the parameter values and RMS obtained from

the fits with each of the electrostatic models (up to the

3 EE

Cmn =5 E,+E,

9)

Ol

To determine to what extent the goodness of fit suffered in

hexadecapole and up to the dipole). Figure 2 compares theadopting the above-described model, the energies for the 222

energies predicted by eq 3 from the IMPT calculations with

those obtained by fitting. As can be seen, the latter provided
satisfactory repulsion energies, which, however, were less

accurate in the presence of strong repulsions.

Dispersion Energy.The dispersion energy was parametrized
from the following London expressidie®.38

3 E1E2 atoms

— —6
Edisp_ ECEJ_ + E2 ;1 fmnamanrmn (7)

whereE; andE; are the molecular ionization potentials, which,

conformations were fitted to equations of the types
atoms

Edisp: z er{n_wﬁ (10)
m,n

and

atoms

Edisp= z Dmnrr;gfmn (11)

where By and Dy, are two fitted parameters for each atom
pair. Neither equation provided a significantly improved RMS;

on the basis of Koopman's theorem, correspond to the energyalso, parameter values fluctuated over wide ranges, so we chose

of the highest occupied molecular orbital in each molecale;
denotes the spherical polarizabilities of the atorfg; is a
damping function intended to include overlapping effects on
dispersion and given by the equation of Tang and Toefinis:

5 (arm"
j— _ o a'mn
f,=1—¢e kZO "

(8)

to preserve a clearer physical significance rather than improve
the fit to an insignificant extent.

Figure 3 compares the interaction energy of the potential with
that obtained from supermolecule calculations at the MP2 level
for the three configurations depicted in Figure 1. It should be
noted that the comparison is only semiquantitative since,
although the correlation in the charge fluctuations via the IMPT
dispersion energy was included, this energy did not consider
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TABLE 6: Distances (A), Angles (deg), and Energies (kcal/mol) foCs Minimum (One Monomer Is Normal to the Symmetry
Plane)

exp. B exp. 2 exp. ¥  6314++G(2d,2p}  631++G(2d,2p}  aug-cc-pTVZ  potentiallf potential2f
re—c 3.005 3.500 3.1717 3.1546 3.3370 3.2893
Io,—H; 2.18(13) 2.46(10) 2.4668 2.4312 2.4059 3.2153 2.8162
lc-o01 2.98(8) 2.82(10) 2.7531 2.7206 2.7016 2.5740 2.4791
0O,y 75.6 58.3 57.5 57.4 42.2 394
0Lo,C,Cy 111.2 90.1 77.1 77.1 93.5 74.1
Erot. —3.54 —3.68 —4.08 -3.82 -4.24

aMicrowave data, ref 162 Crystal structure, ref 24.Intermolecular coordinates optimizatichfull optimization.© Single-point calculation at
the intermolecular minimuni.Potentiall multipole expansion up to hexadecapole. Potertiaiultipole expansion up to dipole.

TABLE 7: Distances (R), Angles (deg), and Energies (kcal/mol) for Minimum with aCy, Planar Geometry

631++G(2d,2p} 631++G(2d,2pYy aug-cc-pTVZ potentialld potential2
fc-c 3.6797 3.6488 3.5948 3.7693
ro-H 2.5626 2.5304 2.5034 2.6438
Qlocc 62.9 64.7 68.6 58.8
Erot. —2.78 —3.06 —-3.15 —-3.41 —3.43

2 Intermolecular coordinates optimizatidhFull optimization.© Single-point calculation at the intermolecular minimuhRotentiall multipole
expansion up to hexadecapole. Poteriahultipole expansion up to dipole.

intramolecular correlation energy, which was to a large extent Gas-Phase Calculations
included in the MP2 computations. Although the curves are )
similarly shaped, there are deviations at the shorter distances; 1he accuracy of the calculated potentials was checked by
thus, the potential produces a less deep well than that resulting€XPloring the dimer surface in order to obtain formaldehyde
from the MP2 calculations for the orthogonal configuration and minima, using the program O.RIENSP' The results were
the opposite holds true for the parallel configurations. These compar_ed with reported experimental Vall.JeS a_nd ab initio
differences can be ascribed both to the above-mentioned factc"’llw!at'onS at the MP2/6-315+(2d,2p) level including coun-
that intramolecular correlation was not considered and to errorsterpmse.correcnon. ) .
in modeling overlapping effects. These effects will increase with ~ EXperimental studié$™'® have predicted a structure @k
decreasing distance. One other reason might be that the repulsio§YMmetry such as that of Figure 1 for the formaldehyde dimer.
energy for the orthogonal configuration is overestimated whereasRelatively Qld and theoretical calculations at low computatlonal
those for the parallel conformations are underestimated. We !€vels predicted a planar structure ©f, symmetry (Figure 1)
should note that, as shown later on, the global minimum 23 the lowest-energy conformatiethe Cs structure was
obtained for the parallel conformations is very close to the Predicted to have a higher energy. On the other hand, in a recent
configurations of Figure 3; however, angle variations in the St‘;gy using the 6-3t+G" basis set at the MP2 level, Ford et
orthogonal configuration displace it slightly from the line ,al' predicted three minima for this dimesome of the energes,
predicted by the supermolecule calculations. In any case, thel" kJ/mol, reported by these authors were apparently inconsistent
energy difference between the two potential minima is similar with thelr own atomic units values, namely, a minimum of more
to that between the MP2 minima. negative energy ofCs symmetry, a less stable one @b,
symmetry, and &,, minimum with the least negative energy
L . of all three. This third minimum possessed a head-to-tail
The Simplified Potential conformation in which the four atoms involved in the double
Tables 2-5 show all the parameters for the different terms bonds lay in a straight line and the two molecular planes are at
that provided the simplified potential used in simulating the an angle of ga. ) .
liquid phase or formaldehyde. As stated above, a multipole The ex_pl_oratlon conducted W|tr_1 both potentials gave a more
expansion as far as the dipole and distributed polarizabilities St2Ple minimum ofCs symmetry in both cases, followed by
were used to represent the electrostatic and induction energies@nother oiCa, symmetry and with a cyclic geometry. This kind
The repulsion parameters given in Table 4 were fitted similarly ©f ¢yclic structure appears as the global minimum in other
to the hexadecapole. Howeverin the weighting function was ~ CoMPplexes containing a carbonyl grotipinstead of theC,
taken to be 2.5 anfi was identified with the repulsion energy. Minimum obtained by Ford etal., we detected a stationary point
These changes were intended to produce a function that would®f vangblg_ order dependln.g on the the”t'a' gsed. To chepk
accurately fit conformations with intermediate repulsion energies the rehabl!lty of the potentials in relqtl'o'n to t.h's. hqad-to-taﬂ
at the expense of strongly attractive conformations. The damping conformation, we performed an ab initio optimization at th_e
function in the dispersion term was simplified for the simulation. MP2/6-:_31++G(_2d,2p) level, using relaxed cqordmates. Th!s
The Tang and Toennis functi$hwas adjusted to gzllf[:glatlon predicted the head-to-tail conformation as a transition
Tables 6 and 7 show the experimental results and those
obtained from the ab initio calculations or provided by the two
potentials for theCs and Czn minima, respectively. Ab initio
with ¢ = 0.3247,n = 3, and RMS= 1.99 x 104 We shall calculations were carried out by maintaining the experimental
henceforward refer to the potential obtained from the multipole geometry of the monomer and optimizing intermolecular
expansion up to the hexadecapole as potertiahd to the parameters only; optimizations that included all (intra- and
simplified potential (encompassing up to the dipole only) as intermolecular) coordinates were also performed. As can be seen
potential 2. from the different geometries for th@& conformation, the €C

fon=1—€ " 12)

mn
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TABLE 8: Intermolecular Energy Components for the Cs Table 8 gives the values for the different energy components
and Cz, Minima (kcal/mol) of both minima. As shown by this table, the electrostatic and
Cs minimum Cazn minimum dispersion energies for ti& conformation were roughly equally

significant, consistent with previous findingg352 that, in

potentiall>  potential22  potentiall®  potential2? o . i ' : o
addition to its electrostatic character, this conformation exhibits

E::C' :g:gg :S:gi :g:ig :(2)2421 an effect arising from van der Waals forces betweena@d
Erep. 3.39 3.29 2.30 1.68 C,. As can also be seen from the table, the combined energies
Edisp. —3.26 -4.12 -2.31 —1.94 the dispersion term excludedead to theC,, conformation as
Erot —3.82 —4.24 —3.41 —3.43 the lowest-energy minimum, consistent with previous SCF
a Potentiall multipole expansion up to hexadecapole. Potertial ~ calculations and the IMPT results, where the sum of the first-
multipole expansion up to dipole. order energies for th€,, conformation was more negative than

. . - . that for Cs.
distances obtained from the ab initio calculations and those - L -
¢ A preliminary exploration in search of minima of the

predicted from the potentials that can be used as the centero]c ldehvde tri q by using th deled ial
the molecular framework fall within the ranges of the microwave ormaldehyde trimer was done by using the modeled potentials.

results® Consistency, however, is poorer at other distances. A The point_s _thus obtain_ed were compa_red With_those provided
similar conclusion can be drawn from the angles. In particular, 2Y the ab initio calculations, with and without a fixed monomer

in Table 6 the distance ©Hi is too long; this is due, on one geometry. Rather than an exhgustlve seqrch for stationary points
hand, to a rotation of molecule 1 over an axis containing the of the trimer, these computations were intended to check our

C1 atom and perpendicular to the molecular plane, and, on the potentials with complexes with an order greater than 2. Tables

other hand, to an increase of the value of the angle that defines? @1d 10 give the BSSE corrected energies and the geometries

the position of the €atom with respect to the €0 bond of for the stationary _p_oints shown in Figure 4. The fig_ure shows
the second molecule. This change gives a lengthening of the!WO types of positions of the oxygen atom relative to the
0,—H, distance and a shortening of the-@; and also H— neighboring molecule. In one, the oxygen atom lies at the same
O and H—O; distances. The main reason for the disagreement distance from both hydrogens in the neighbor, in the plane that
between the potential and the ab initio data may be one Pise€cts the angle formed between the two hydrogens and the
deficiency in the description of the anisotropy in the repulsion, carbon. In the other position, the oxygen atom is closer to one
which increases the €C and reduces the €C repulsion for ~ hydrogen, in the same plane as the neighboring molecule. We
these orientations. The energies of the minima derived from Shall refer to this latter arrangementpgianar bond This kind

the potentials are generally more negative than those providedof interaction, G-H--+O, being defined as hydrogen bofie*

by the ab initio calculations. These may be due to the need to The geometries predicted by potentiabre more accurate
include greater anisotropy or damping in some terms, as well than those predicted by potential Apparently, this is not the

as intramolecular correlation. We performed specific calculations case with the conformations containing one or panar bonds

for the geometries of the intermolecular minima, using a larger (Figures4c and 4d). In these conformations, however, the
basis set; from the results it seemingly follows that the potentials distances that determine the character of the intermolecular
overestimate the energy for ti@y, conformation to a greater  interaction (viz. O--H for a planar bondand G--O in its
extent than that for th€, conformation. We should note that absence) are more accurately represented by mhdBbth

the energy change produced by relaxing all coordinates waspotentials predict the same energy sequence as the ab initio
more marked in the planar conformation than in t@e calculations performed with a fixed monomer geometry. How-
conformation. ever, the sequence changes when all the coordinates are relaxed

TABLE 9: Distances (A), Angles (deg), and Corrected Energies (kcal/mol) for a Formaldehyde Trimer (Conformations with 3
and 0 Planar Bonds)

NO planar bond3 threeplanar bond3
potential2® potentiall® 631++G(2d,2p} 631++G(2d,2p} potential2® potentiall® 631++G(2d,2py  631++G(2d,2pY
re,—cs 3.4146 3.4464 3.7033 3.7059 4.5397 4.2247 4.3267 4.2400
lcs—cq 3.4146 3.4464 3.7131 3.7024 4.5397 4.2247 4.2645 4.3012
0Llo,—Cy—Cs 84.1 97.1 95.0 95.3 93.6 105.3 103.0 102.6
0l05—Cs—Co 84.1 97.1 96.0 95.7 93.6 105.3 104.7 104.3
Eror. —-12.11 —10.30 —7.09 —7.38 —6.96 —7.25 —5.74 —6.28

aOxygen in the same plane as the neighboring moleéWetentiall multipole expansion up to hexadecapole. Pote@tiaultipole expansion
up to dipole.¢ Intermolecular coordinates optimizatichFull optimization.

TABLE 10: Distances (A), Angles (deg), and Corrected Energies (kcal/mol) for a Formaldehyde Trimer (Conformations with 1
and 2 Planar Bonds)

oneplanar bond two planar bond3
potential2® potentiall® 631++G(2d,2py 631++G(2d,2p) potential2® potentiall? 6314+-+G(2d,2py  631++G(2d,2pY

recs 3.5472 3.4160 3.9918 3.9953 4.6023 4.1227 4.4648 4.4445
0lesCi0; 92.7 99.6 98.4 98.2 92.2 94.0 87.7 87.6
0l0iCaCy 11.8 34.9 13.0 13.6 23.4 47.8 17.1 17.2

I'csCo 3.4371 3.4182 3.1937 3.1783 34771 3.3888 3.1715 3.1504
0Cace0s 85.6 100.0 82.0 82.0 86.7 100.8 81.4 81.4
0LO;CoCs 24.1 34.2 54.8 54.8 21.7 36.2 55.5 55.4

Ero. —10.17 —9.75 —6.98 —7.36 —8.53 —8.53 —6.91 —7.38

2 Oxygen in the same plane as the neighboring mole&P@tentiall multipole expansion up to hexadecapole. Potei@tialultipole expansion
to up dipole.c Intermolecular coordinates optimizatioh-ull optimization.
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(c) (d)

Figure 4. Stationary points for the formaldehyde trimer complex. (a)plemar bonds (b) Threeplanar bonds (c) Oneplanar bonds (d) Two
planar bonds(Planar bond structure where an oxygen atom is in the same plane as the neighboring molecule).

as the likely result of the above-mentioned significant effect of 15.7 A was applied. The equations of motion for the rigid
on the energies of relaxing intramolecular coordinates in the molecules were integrated using quaternions together with a
more planar conformations. The original sequence might be velocity Verlet algorithm. The time step was 2 fs, and the overall
restored if the BSSE is used in the ab initio optimization since, duration of the simulation 20 ps, with a prior equilibration for

in the less planar conformations, molecules are closer to one6 ps. Induction interactions were calculated by using a self-
another so they will be influenced to a greater extent by this consistent iterative process every 5 simulation steps. No reported
error (in other words, they will be the farthest from the data for formaldehyde in the liquid phase were found, so the
intermolecular minimum obtained in the absence of BSSE). The compound was only compared in qualitative terms with other
potentials lead to greater energy differences and absolute energynolecules bearing some common feature.

values than do the ab initio calculations. To assess the influence  The mean potential energy was5.30 kcal/mol, of which

of the basis set on the energies, we carried out two specific —2 .95 kcal/mol corresponded to electrostatic and induction
calculations by using the aug-cc-pTVZ basis set and the fully interactions, and the remainder2.35 kcal/mol, to dispersion
optimized geometries of the stationary points for conformers and repulsion interactions. As can be seen, the dispersion energy
in 4b and 4a, with three and zeptanar bonds The energies  was relatively similar to the electrostatic energy since the

thus obtained were-6.82 kcal/mol for 4b and-8.28 kcal/mol  induction term ranged from 0.36 to—0.60 kcal/mol. Assuming
for 4a, both of which are closer to those predicted from the ideal gas behavior for vapor formaldehyde, the heat of vaporiza-
potentials, which, however, are still more negative. tion predicted by the potential is5.80 kcal/mol, which agrees

(2% lower) with the experiment&lresult (-5.92 kcal/mol).

Radial Distribution Functions. Figure 5 shows the atom

We conducted a molecular dynamics simulation under atom correlation functions for every possible atom pair in
periodic boundary conditioAzin a canonical ensemble, using formaldehyde. As can be seen, the graphs are noiseless and well-
the program MOLSIM? The simulated system consisted of 512 defined. Some include a small shoulder in addition to the main
formaldehyde molecules in a cubic box of 31.51 A long edges. peak. The G-O pair gives a shoulder at 3.45 A, and the
This is the box size needed to reproduce an experimental densityintegration of the small, adjacent valley gives a coordination
of 0.815 g/cm at 252.15 K-the temperature at which the number of 1.8. This suggests that the first two neighbors are
simulation was performed. A center-of-mass interaction cutoff arranged in a different way relative to the molecule than are

Simulation of the Liquid Phase
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Figure 5. Atom—atom radial distribution functions and coordination oz \
numbers. S
-1.0 -05 00 05 10
cosp
the other constituents of the first coordination sphere. This (b)
behavior is similar to that reported for acetéd@he graph for
the O—H pair exhibits a peak at 2.70 A integration of which as T 3 N ——
far as its minimum at 3.65 A gives a coordination number of C cosa,
2.77 that is equivalent to the number of hydrogen bafds. o8 [ .
This excludes th&€,y, planar dimer and points at th& dimer, r .
which possesses two distances of 2.70 and 2.82 A and a third §°'5 C "
one of 4.29 A s I ]
Integration of the first minimum beyond the main pedke or ]
second forgo—u(r) since the first describes hydrogen bonds oz £ Sosag, o .
gives coordination numbers of 16, 15, 13.5, 12.5, 11.5, and 8 L Y
for the O-0O, C-0O, C—H, H—H, C-C and O-H pair, ool b0 v b b
respectively. We may assume the centegnter function to be -10 05 00 cosp 05 10
accurately estimated by thlge—c(r) function. As can be seen, (c)

the values are generally close to those provided bygghe(r) ) o
function. These values are similar to those reported for (Fb'?‘:_:e g'vggi?igésiﬂgﬂa?e”% (glgliIg?%gc?gfvﬁ(;—rl)(a\}/}e*gt\éﬁgtoarﬁa
4 - , )

formaldehydewatell and fqr other molecules of th? same type the C-0 vector and intermolecular vector (at 3.35 A) of the central
that involve hydrogen bonding to an oxygen atom in a carbonyl gnq neighboring formaldehyde molecules.
group®”:58

Cosine Distributions. To improve our understanding of the i Figure 4a might also occur. It should be noted that, on the
aggregates formed in the first-coordination sphere of a form- pagis of these figures, the first-coordination sphere is more

aldehyde molecule in the liquid phase, we calculated the cosinegycyred than that in other systems such as acetone or
distribution between a central molecule and its neighbors. Figure ; -otonitriled

6a shows the cosine distribution for the angle between the axes _. . . .
g Dipole Moment. The dipole moment obtained in the gas

that join the hydrogens in a molecule and those in its neighbors. h 20t ter than th . tal value. A b
The distribution was calculated at different distances corre- PNaS€ Was 2% greater than the experimental value. As can be

sponding to also different coordination numbers. Figure b S€€N from Figure 7a, the average induced dipole moment was
shows the distribution for the angle between theHaxis and ~ 0-097 au; however, the peak was very broad and encompassed
the vector joining the centers-of-mass of both molecules. Finally, Va/ues from 0.035 to 0.17 au. From Figure 7b it seemingly

Figure 6¢c shows a similar distribution where the-# axis follows that the angle between the permanent and induced dipole
was replaced with that formed with the-© bond, at a single moments is about £8in most instances. It behaves similarly
distance (3.35 A). to that of acetonethis, however, exhibits a wider angle and

On the basis of the information provided by the three graphs, also wider peak. By contrast, Jedlovszky antirkas*’ showed

the possibility of a predominant dimer conformation can be that the most likely arrangement between the induced and
excluded. All this suggests that the type of structure possibly permanent dipole moments is a parallel one. In view of these
involved is 1 order higher than the dimer and that the aggregatesresults, we shall assume the total dipole moment to be the sum
formed include both th€s dimer and, possiblyCay Structures. of the induced moment and the gas-phase moment. This
This is supported by the fact that new maxima at °18ad increases the dipole moment value by about 10%, which is small
—180, different from the maximum at a correlation order of relative to other systems involving hydrogen bonding (e.g.,
1, arise at correlation orders of 3 and 4, and also to a lesseracetone, acetonitrile, and waté?)This may be the result of a
extent at 2, in Figure 6b. Trimer structures of the types shown smaller number of atoms in the molecule and also of a strong
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L A L AL B combination of electrostatic and van der Waals interactions;
however, contributions to th€,, minimum are largely elec-

] trostatic.

c ] One of the preliminary calculations on the trimer revealed
--------- 0 ] that the structures predicted from the potential are consistent
with the energies and structures provided by the ab initio
calculations. From the latter and those for the dimer it follows
that intramolecular coordinates are energetically more influential

) in the planar structures than those in the nonplanar ones.

000 005 0.10 0.15 Correlation and cosine distribution functions in the liquid

' phase reveal that the occurrence @salimer as an independent
(a) aggregate is unlikely as such a dimer would tend to be included
in a larger aggregate. They also suggest the occurrence of
various types of conformations in the aggregates. The number
of molecules in the first-coordination sphere is about 13; also,
the sphere appears to be more structured than that in other
molecules such as acetone.

The liquid-phase dipole moment is about 10% greater than
its gas-phase counterpart. The most likely angle between the
permanent and induced dipole moments is approximately 18
so nearly the whole induced dipole moment adds up to the
permanent one. The highest contribution to induction is from
the heavier atoms in the molecule.
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Figure 7a shows the induced moment distributions for the N W. . Am. Chem. Phva978 101 2011
diferent types of atoms. As expected, the hydrogens contribute (3 Jergensen W, A, Cher Phyasra 1oL aout,
little induction energy. It is the heavier atoms that produce the 105377,
strongest induction effectgarticularly the oxygen. It should (3) Niesar, U.; Corongiu, G.; Clementi, E.; Kneller, G. R.; Bhattacharya,
be noted that the combination of all induced moments leads to D- K. J. Phys. Chem199Q 94, 7949.

. s e (4) Millot, C.; Stone, A. JMol. Phys.1992 77, 439.
a much wider distribution than do its individual components. (5) Anwander, E. H. S.. Probst, M. M.: Rode, M. @em. Phys1992

. 166, 341.
Conclusions (6) Astrand, P.-O.; Wallgvist, A.; Karlstr, G.J. Chem. Phys1994
. . . _ 100 1262.
We constructed a potential where the interaction energy isa  (7) Jedlovszky, P.; Turi, LJ. Phys. Chem. A997 101, 2662.

combination of several terms. The models used, which have (8) Cabaleiro-Lago, E. M.; ®s, M. R.J. Phys. Chem. A997 101,

specific physma! significance, are consistent with the ab initio (9) Dimitrova, Y.: Peyerimhoff, S. GI. Phys. Chent.993 97, 12731.

terms f_rom which they are derived. The calculated tot_al (10) Swaminathan, S.; Whitehead, R. J.; Guth, E.; Beveridge, D. L.

interaction energy follows the same trend as MP2 energies Am. Chem. Sod977, 99, 7817.

obtained from supermolecule calculations. The accuracy could l1(11) Vos, R. J.; Hendriks, R.; Duijneveldt, F. & Comput. Cheni99Q

be' |mpr0yed by including additional pqrameters to cons@er ‘(1'2) Mihlbauer, W. C. F.. Damewood, J. R.d. Phys. Chem1988

anisotropic effects on overlap and repulsion, as well as dampingg2, 3693.

of induction effects or even intramolecular relaxation. 0 (ﬁ3)FRJamCerllot, Tbﬁ';slH;ézLCi;o'aoﬂir?' J. E.; DelLeeuw, B. J.; Schaefer-
i ; ; ; ; , H. F. J. Chem. Phy .

The minima and stationary pomts predicted from.the potenyal (14) Mehrotra, P. K.: Beveridge. D. L. Am. Chem. Sod98Q 102
are quite correct; the model predicts that the minimum with 4557
the most negative energy hasGa conformation where the (15) Blair, J. T.; Krogh-Jerpersen, K.; Levy, R. Nl. Am. Chem. Soc.
monomers lie perpendicular to each other, consistent with 195(3196)11& 6948'-: I R D Coudert. L H. Blake. T. A+ Grant

. . . P ovas, . J.; suenram, R. D.; Coudert, L. H.; blake, |. A.; Grant,
previous theoretlcal and experimental results. A second mini- J.: Novick, S. E.J. Chem. Phys199Q 92, 891.
mum of less negative energy a@d, symmetry also appears. (17) Nelander, BJ. Chem. Phys198Q 73, 1034.
These results are consistent with the ab initio calculations glgg Kh?skhoo, H.; Nié%n, E. Rr?pegtrocg(i)mésAcztw?a 29A 603.

; i i i 19) Del-Bene, J. EJ. Chem. Physl974 60, 3812.

performed in th|§ work. Alt.hough the absolute energies obtained (20) Frurip, D. .- Curtiss, L. A Blander, M. Phys. Chem978 82,
from the potentials are slightly more negative, the differences 5555
between the minima remain similar to the ab initio calculations.  (21) Kemper, M. J.; Hoeks, C. H.; Buck, H. M. Chem. Phys1981,

The minimum obtained by Ford et al. using a smaller size 74’(25;)4?-'|ob a P Mehlorn. A- Carsky. P« Zahradnik RMol. Struct

. . . L. . za, P.; VA y, P.; 1k, J . uct.
basis set appears as a stationary point but.not a minimum Wlth (THEOCHEM)1986 138 387,
the proposed models. The ab initio calculations show that, with * (23) Ford, T. A.; Glasser, L1. Mol. Struct. (THEOCHEM}.997, 398~
the basis set used in this work, the conformation is a transition 399, 381. )
state (24) Weng, S.-X.; Torrie, B. H.; Powell, B. MMol. Phys.1989 68,
: I L 25.
From the contribution of each term to the minima it follows (25) Hobza, P.; ZahradkyR. Intermolecular Complexeglsevier:, New

that the minimum with the largest negative energy is a York, 1988.
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